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Summary 

In September 2024, Bellwether released a three-part report, entitled Learning Systems, 
on artificial intelligence (AI) in K-12 education. The report’s stated purpose is to provide a 
holistic picture of the opportunities and risks that AI presents for education stakeholders, 
and it offers recommendations for policymakers and practitioners to navigate this emerging 
landscape. The report also highlights current and potential uses of AI for streamlining ad-
ministrative tasks and personalizing instruction, and it identifies challenges for capitalizing 
on these potentials. It argues that educators have a responsibility to develop capacity and 
infrastructure to support the effective integration of AI in schools while trying to mitigate 
the risks involved in doing so. However, by allowing the projected benefits of AI to drive 
decisions related to AI’s development and implementation, the report overlooks substantial 
research literatures that document its known limitations and harms. As a result, while the 
report’s stated aim is to present policymakers and practitioners with a holistic view of AI in 
education, its recommendations are skewed toward the imagined future advantages of AI 
rather than its actual present risks. As one example, the report encourages the development 
of education-specific datasets to improve the accuracy of AI technologies in schools, but it 
does not discuss how such efforts could be carried out without amplifying known issues re-
lated to bias and surveillance in educational data processing. This undermines the report’s 
relevance and usefulness for policymakers, particularly those whose goal is to ensure that 
technology adoption and implementation prioritizes equitable learning for all students. 
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I. Introduction 

Since the public launch of ChatGPT in November 2022, artificial intelligence (AI) has be-
come a pressing topic in education policy and practice. Some education stakeholders see 
ChatGPT and similar “generative AI” (GenAI) technologies—i.e., those that can generate 
text, image, audio, and video in response to prompts from users—as having potential to 
streamline administrative tasks, personalize instruction and assessment, and open path-
ways for new school models. Accordingly, they suggest policymakers should prioritize sup-
porting the effective integration of GenAI in schools so that K-12 education can maximize 
the benefits of this technology.1 

However, others argue that GenAI’s benefits for education are outweighed by the risks it in-
troduces or intensifies, especially those related to academic integrity, student data security, 
algorithmic bias, and energy usage. For this reason, they recommend policymakers show 
caution and restraint as they consider what role, if any, GenAI should play in K-12 schools.2 

These promises and concerns leave policymakers without clear direction as they make de-
cisions about GenAI in leadership, teaching, and learning. A recent three-part report series 
from Bellwether, authored by Amy Chen Kulesa, Michelle Croft, Brian Robinson, Mary K. 
Wells, Andrew J. Rotherham, and John Bailey, aims to address this uncertainty by offering a 
holistic picture of the GenAI landscape in education and the opportunities and risks it pres-
ents. The first report, Learning Systems: The Landscape of Artificial Intelligence in K-12 
Education, 3 provides an overview of recent developments, impacts, and usage of AI in ed-
ucation. The second report, Learning Systems: Opportunities and Challenges of Artificial 
Intelligence-Enhanced Education,4 describes current platforms, policies, and stakeholder 
experiences related to AI in education. The third report, Learning Systems: Artificial In-
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telligence Use Cases, 5 spotlights potential uses for AI in education and the risks associated 
with each. 

II. Findings and Conclusions of the Report 

Based on original interviews and a review of literature, the report concludes that AI is nei-
ther “a passing fad nor a panacea” but “a potentially powerful tool that can support steady, 
long-term improvements toward a more equitable and efficient education system.”6 It offers 
10 recommendations, clustered into three categories, which are intended to support educa-
tion stakeholders in capitalizing on AI’s benefits while mitigating its risks.7 

Building Strong Capacity 

The report finds that effectively integrating AI in education will require capacity-building 
in knowledge, skills, and diversity of leadership. Examples of this include strengthening AI 
literacy among different stakeholders, developing comprehensive policies to guide AI adop-
tion, and building partnerships between AI developers and educators to ensure that tools 
are relevant, effective, and safe. The report also highlights the importance of developing ex-
pertise through training or cross-sector collaborations to address ethical challenges related 
to data security and to support the development of education-specific AI resources. It also 
notes the need for including diverse voices throughout the processes of AI development, 
procurement, and implementation. 

Building Resilient Infrastructure 

The report finds that robust and secure infrastructure is necessary both for improving the 
quality of AI outputs and for protecting sensitive data. It recommends developing reliable 
networks for safely sharing information and creating education-specific datasets and bench-
marks to tailor the use of AI tools for administrative or instructional purposes. It also sug-
gests that ongoing research will be vital to evaluate the impact and efficacy of such tools as 
they are implemented and to refine them accordingly. 

Building Thoughtful Design 

The report recommends that the design of AI tools ought to account for both the needs of 
diverse students and the value of human interaction. This involves building and adopting AI 
tools with specific educational goals in mind and ensuring that such resources can support 
the learning of all students. It also involves acknowledging the limitations of AI in certain 
circumstances and considering what skills should be cultivated through human, rather than 
AI-enabled, interactions. 

http://nepc.colorado.edu/review/learning-systems
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III. The Report’s Rationale for Its Findings and Conclusions 

The underlying rationale for the report’s recommendations is that GenAI marks a significant 
breakthrough in technological research and development. It argues that GenAI is distinct 
from earlier forms of AI (which it terms “Traditional AI”)8 and that it is poised to dramati-
cally alter life and work across social sectors, including education, in the near future.9 Con-
sequently, the report suggests that the risks associated with GenAI, while real and serious, 
must be weighed against the risks of lagging behind in adopting GenAI in schools during 
this transitional moment.10 In other words, the report positions AI’s imminent risks not as 
reasons to slow its development and implementation in education but as temporary hurdles 
to be overcome on the journey toward the “equitable and efficient education system” that AI 
will enable.11 This rationale leads to the report’s conclusion that education stakeholders have 
a responsibility to build capacity and infrastructure to support the use of AI in K-12 schools, 
despite the inherent risks involved. 

IV. The Report’s Use of Research Literature 

The report does not substantively engage with relevant research literature. Of the 284 ci-
tations included across the three-part series, only seven are peer-reviewed journal articles 
(and three of these are duplicate citations). The remainder of the references are to reports, 
news stories, opinion articles, and product press releases. This is not, in itself, a flaw. Many 
reports, especially those covering new topics that do not have an expansive research litera-
ture, rely on other sources to make sense of an emerging terrain. The report is transparent 
that it views GenAI as such an innovation. It distinguishes between “GenAI” and “Tradition-
al/Classical AI” and says that it is primarily focused on the transformative developments 
occurring in the former.12 

However, this distinction overstates the novelty of GenAI as a technology. The report delin-
eates Traditional AI as responding to inputs by making predictions based on data and GenAI 
as generating “new text, images, and other media in response to prompts.”13 This explana-
tion omits the fact that the process by which GenAI generates new text involves the same 
methods (i.e., statistical predictions) and computational models (i.e., neural networks) that 
Traditional AI research and development has used since the 1950s.14 While these techniques 
have become more sophisticated as computer processing power and the size of available 
datasets have grown, there is not a fundamental difference in the underlying processes of 
Traditional AI and GenAI. 

By treating the two as distinct categories, the report misses an opportunity to engage re-
search literature that may not overtly reference “GenAI” but is nevertheless relevant for its 
analysis of GenAI’s benefits and risks in education. This includes extensive research related 
to the human biases encoded in AI datasets and platforms,15 the theories of teaching and 
learning embedded in AI educational technologies,16 and the labor and governance demands 
that follow from the adoption of AI platforms in schools.17 As a result, the report fails to ad-
dress well-documented issues related to AI-enabled data processing and the reproduction 
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of social inequalities along lines of race, class, gender, sexuality, and ability.18 To the extent 
that the report references matters of equity, it is focused primarily on promoting equal ac-
cess to the use of AI tools and competencies in K-12 education—not the mitigation of AI’s 
known impacts on non-dominant communities.19 

In the absence of direct engagement with research literature, the report relies instead on 
interviews and recent source materials that share its assumptions about the novelty of Ge-
nAI. The result is a misleading picture of GenAI as a sudden breakthrough rather than an 
incremental achievement. In presenting a timeline of “AI Milestones,” for instance, the re-
port leaps from 1956, when the term “artificial intelligence” was coined, to 2010-2015, when 
Google and OpenAI launched dedicated AI research labs20—skipping over the starts, stops, 
and paths-not-taken in the decades of AI development in between.21 In this way, the report 
positions GenAI as a revolutionary invention, and it leans on the market projections of in-
dustry leaders and venture capital firms to support its claims about the social transforma-
tions GenAI will introduce and the need for education stakeholders to adapt to them.22 By 
using such projections, the report ignores the volatility of the technology sector, where it is 
not uncommon for companies and markets to collapse with little warning.23 Moreover, these 
sources skew the report’s analysis toward preparing K-12 education for an imagined, AI-en-
hanced future. This leaves little room for evidence that might complicate this goal—e.g., like 
that related to AI’s known and imminent risks—to figure in the report’s recommendations, 
except as temporary obstacles to be overcome. 

V. Review of the Report’s Methods 

The report does not provide a detailed accounting of its methods. It says it was developed 
“through consultations with experts and practitioners,”24 and it provides a list of these in-
terviewees at the end of the document.25 However, there is no description of the selection 
criteria for participants, the structure or length of the interviews, or the methods used to 
analyze the resulting data to inform the report’s recommendations. Moreover, the composi-
tion of the interviewee list appears to overrepresent the perspectives of individuals in tech-
nology, business, and nonprofit sectors—many of whom have a vested interest in the wide-
spread adoption of AI in K-12 education. Of the 38 interviews listed, only a quarter are with 
education researchers or school leaders, and none of the interviewees are among the many 
prominent experts who have raised concerns about GenAI’s imminent harms. This suggests 
the report’s recommendations are not the result of serious wrestling with AI’s short- and 
long-term impacts. 

VI. Review of the Validity of the Findings and Conclusions 

The report is correct that GenAI presents opportunities and challenges for K-12 education 
and that stakeholders need guidance to navigate these competing factors. The report’s ac-
count of these benefits and risks is extensive but incomplete. Its recommendations address 
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important issues related to the ethics and efficacy of integrating AI in schools, including 
some that are underexplored in the research literature: for instance, how the relative “open-
ness” of different companies’ AI models (e.g., Gemini, GPT, Claude, Llama, Hugging Face) 
can limit transparency and control related to school and student data;26 and how educa-
tion-specific datasets and benchmarks, and techniques for using them (e.g., fine-tuning, 
retrieval-augmented generation) could improve the quality of AI resources for specific ad-
ministrative and instructional functions.27 However, the report also omits other concerns 
that experts have identified—notably, the climate impacts of AI development and usage.28 

The validity of the report’s recommendations is undermined by its larger position, unsup-
ported by evidence, that AI’s known risks and limitations should not deter educators from 
incorporating it into practice. This position prevents the report from acknowledging the 
ways its recommendations could actually contribute to, rather than solve, the problems it 
names. The development of large education-specific datasets, for instance, would require 
an increase in already-elevated levels of data collection in schools—exacerbating existing 
ethical issues related to the surveillance and privacy of minors and marginalized communi-
ties.29 Moreover, experts argue that such forms of mass data collection can have diminishing 
returns with regard to accuracy, meaning that the resulting compromises in privacy might 
not even lead to the promised outcomes associated with them.30 Such contradictions reduce 
the relevance of the report’s recommendations for actually contending with the challenges 
it seeks to address. 

VII. Usefulness of the Report for Guidance 
of Policy and Practice 

The report is a useful starting point for understanding the landscape of AI in K-12 education 
and the opportunities and challenges it presents for teaching, learning, and leadership. The 
report raises important, and under-discussed, points about the quality and security of data 
in AI models and the potential of AI tools that are built for education-specific purposes. 
Such details could be useful considerations in setting policies related to procurement and 
evaluation of AI products in educational systems. The report’s general focus on the impor-
tance of secure infrastructure, human interaction, and diverse perspectives in AI develop-
ment and implementation is valuable and aligns with existing research.31 Policymakers and 
practitioners would benefit from attending to these areas of concern. 

However, the report couches its recommendations in a larger argument about positive trans-
formations that GenAI is poised to introduce in diverse sectors, including education. This 
argument is based on market projections rather than empirical evidence, and it leads the 
report to downplay AI’s imminent risks as temporary obstacles that can be overcome as its 
anticipated benefits are realized. Consequently, policymakers and practitioners should be 
wary of accepting the report’s recommendations at face value. The projected transforma-
tions on which the report’s conclusions are based are unlikely to occur as predicted, if at 
all. For this reason, the immediate and well-documented risks that AI poses for ethical and 
equitable education ought to drive policymakers’ and practitioners’ engagements with AI 
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rather than the imagined future its developers and investors promise. Only to the extent that 
specific recommendations in the report offer guidance for education stakeholders to address 
the former, rather than the latter, will they be useful, particularly for those whose aim is to 
prioritize equitable learning for all students. 
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introduction. New York, NY: Oxford University Press. 

22 Kulesa, A.C., Croft, M., Robinson, B., Wells, M.K., Rotherham, A.J., & Bailey, J. (2024, September). Learning 
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bust: A global history of financial bubbles. Cambridge, UK: Cambridge University Press. 

Ben Williamson and Janja Komljenovic have used the term “futuring” to describe the process by which edtech 
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24 Kulesa, A.C., Croft, M., Robinson, B., Wells, M.K., Rotherham, A.J., & Bailey, J. (2024, September). Learning 
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Kulesa, A.C., Croft, M., Robinson, B., Wells, M.K., Rotherham, A.J., & Bailey, J. (2024, September). Learning 
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Bender, E.M., Gebru, T., McMillan-Major, A., & Schmitchell, S. (2021). On the dangers of stochastic 
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